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Collisions provided by a TeV-scale beam (LHC) on fixed target will exploit a unique 
kinematic region poorly probed. Advanced detectors make available probes never 

accessed before 
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Collisions provided by a TeV-scale beam (LHC) on fixed target will exploit a unique 
kinematic region poorly probed. Advanced detectors make available probes never 

accessed before 
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Broad and poorly explored 
kinematic range

pp or pA collisions: 0.45 - 7 TeV beam on fix target

s = 2mNEp ≃ 41 − 115 GeV

yCMS = 0 → ylab = 4.80.45 - 7 TeV

2.76 TeV

sNN ≃ 72 GeV

yCMS = 0 → ylab = 4.3

AA collisions: 2.76 TeV beam on fix target
x1 x2

yCMS = 0 → θ ∼ 1∘

yCMS = − 4.8

1: beam; 2: target
Large CM boost, large x2 values (xF<0) and small x1

γ =
sNN

2mp
≃ 60



an unpolarised target at 

LHC beam

UNpolarised target 
(beam-gas)

beam-beam 
collisions

Figure 6: Scheme of a tubular storage cell of length L and inner diameter D. Injection is in the center
with flow rate Q, resulting in a triangular density distribution ⇢(z) with maximum ⇢0 at the center.

consecutive tubes of length L/2. For cylindrical tubes, the conductance in the molecular flow
regime is given by [10]:

C(l/ s) = 3.81
p
T/M

D3

L+ 1.33 D
, (2)

where L, D are expressed in cm, the temperature T in K, and M is the molecular mass number.
The areal density is given by:

✓ =
1

2
⇢0L. (3)

A tube-like storage cell to be installed within the VELO vessel has to meet the following minimal
requirements:

1. has to be split in two halves, movable apart during beam injection, energy ramp, squeeze
and adjustment; the two halves have to be connected with the respective VELO boxes and
moved simultaneously;

2. must have conducting surfaces surrounding the beam, needed to shield the chamber from
the beam RF fields, thus preventing excitation of wake fields; in this specific case these are
provided by the cell structure itself, a conducting transition to the RF foil, and a flexible
connection to the beam tube suspended by the elliptical flange of the VELO vessel;

3. must be connected to a gas injection system feeding directly into the storage cell center
via a flexible line;

4. must include temperature measurement for each cell. Because of the
p
T dependence of

the conductance (Eq. (2)), T has to be measured precisely in order to determine the target
areal density ✓ through Eqs. (1) and (3).

Furthermore, additional pumping on the VELO vessel may be applied, in contrast to SMOG,
without a↵ecting the target density. This will have a beneficial e↵ect on the background
conditions.

The scheme of the SMOG2 gas target with its storage cell and GFS is shown in Fig. 7.

3.2 Gas flow and expected performance

For the present design of the SMOG2 target cell, the following parameters are assumed:

• open-ended tubular cell with inner diameter D = 1 cm;

• full length L = 20 cm;
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concept
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2 < η < 5Forward acceptance:

JINST	3	(2008)	S08005		
IJMPA	30	(2015)	1530022

Tracking	system	momentum	resolution	
Δp/p	=	0.5%–1.0%	(5	GeV/c	–	100	GeV/c)



[SMOG2 TDR]

Figure 7: The storage cell and the VELO rf foil implemented in Molflow.

10− 5− 0 5 10
z [cm]

1610

1710

]
-3

(z
) [

m
ρ

2H

 mbar l/s-5=5x10φ

Simulation

Theory

10− 5− 0 5 10
z [cm]

0.6
0.8

1
1.2
1.4
1.6
1.8

2th
(z

)
ρ/

si
m

(z
)

ρ

10− 5− 0 5 10z [cm]
0.9

0.95
1

1.05
1.1

Figure 8: Upper panel: density profile forH2 with flow rate � = 5⇥10�5 mbar·l/s in the real configuration.
Red dots: Molflow results; black line: theoretical expectation of the cell alone. Middle panel: total ratio
between simulated and theoretical distribution. Lower panel: ratio between simulated and theoretical
distribution zoomed between 0.9 and 1.1.
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Figure 9: Upper panel: density profile for Ar with flow rate � = 5⇥10�5 mbar·l/s in the real configuration.
Red dots: Molflow results; black line: theoretical expectation of the cell alone. Middle panel: total ratio
between simulated and theoretical distribution. Lower panel: ratio between simulated and theoretical
distribution zoomed between 0.9 and 1.1.

There is a clear deviation of the simulation from the theoretical expectation approaching the right102

extreme of the cell due to the presence of the VELO. The di↵erence between the theoretical and simulated103

✓ values is shown in table 2, where C✓ = ✓sim/✓th represents the correction factor.104

105

✓sim ⇥ 1012 [cm�2] ✓th ⇥ 1012 [cm�2] C✓

Hydrogen 1.627 1.592 1.022

Argon 7.274 7.120 1.022

Table 2: Simulated and theoretical ✓ values and their ratio C✓ for H2 and Ar at T = 300.0K and
� = 5⇥ 10�5 mbar ⇤ l/s.
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The storage cell advantage

Very high statistics with a low gas flow  

Int. Lumi.                                                    80/pb 
Sys.error of          xsection                          ~3% 
                  yield                                           28 M 
                  yield                                         280 M 
                  yield                                          2.8 M 
                  yield                                         280 k 
                  yield                                           24 k 
                  yield                                           24 k

SMOG2 example pAr @115 GeV in 1yr of data taking

J/Ψ
D0
Λc
Ψ′ 

Υ(1S)
DY μ+μ−

J/Ψ

https://cds.cern.ch/record/2673690/


TDR
UPGRADE

CERN/LHCC 2019-005

LHCb TDR 20

08 May 2019

ISBN 978-92-9083-479-3 

LH
Cb 

U
pgrade        

 
 

 
 

            SM
O

G
 U

pgrade  
 

 
 

                              CERN
/LH

CC 2019-005

Technical Design Report

SMOG2

8 https://cds.cern.ch/record/2673690/

• The system is completely installed (storage cell + GFS + triggers + 
reconstruction)

• Negligible impact on the beam lifetime (  days , 
 h)

• Injectable gases: He, Ne, Ar … H2, D2, N2, O2, Kr, Xe

τp−H2
beam−gas ∼ 2000

τPb−Ar
beam−gas ∼ 500



SMOG2 gas injection at LHC Run3 started a couple of weeks ago

Pressure increase into the primary vacuum Vacuum recovery after the gas injection stop

Luminosity increase  
seen by the LHCb  
luminometer (Plume) LHC official statement 

No negative feedback when there 
is gas injection. Green light to 

inject when needed
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5 PHYSICS PROJECTIONS
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Figure 21: nCTEQ15 nPDFs before and after the reweighting using RpXe pseudo-data shown in Fig. 20 for (a) D0, (b) J/ , (c) B+,
(d) ⌥(1S ) production at AFTER@LHCb. The plots show ratios RXe

g of gluon densities encoded in nCTEQ15 over that in CT14
PDFs at scale Q = 2 GeV.
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Figure 22: Same as Fig. 21 using a linear x axis in order to highlight the high-x region.

coherent energy loss. It was studied recently in the context of AFTER@LHC [222] and predicts a suppres-
sion of pA and AA cross-sections compared to the pp one which is depicted in Fig. 23 for J/ and ⌥ in
terms of RpA and RAA factors. AFTER@LHC will allow to further test the applicability of these kind of
approaches and maybe even discriminate between them.

5.1.3. Astroparticle physics
Recently, measurements of cosmic rays (CRs) with very high energies, ranging from about tens of

MeV up to hundreds of TeV, became possible for many particle species (e± [223, 224], � [225, 226], ⌫
[227, 228], p [229], p̄ [230], A [231, 232, 233], Ā) and attracted much attention. The mechanism respon-
sible for the generation of such Ultra High-Energy CRs (UHECRs) is still under intense discussion, with
two main scenarios: (i) the acceleration of particles due to astrophysical phenomena and (ii) dark matter
decay/annihilation. The mechanism generating CRs can only be determined if we can identify characteristic
shapes of the spectrum such as sharp cutoffs which will indicate the decay of massive dark matter particles.
In this precision test of CRs, the spectrum has to be accurately determined, thus naturally requiring precise
investigations of other sources acting as background. Here we present two cases where the AFTER@LHC
program can play a critical role.

UHECR neutrinos and the proton charm content. The terrestrial observation of UHE neutrinos lately be-
came possible thanks to IceCube, with the highest energy recorded on the order of PeV [227, 228]. Atmo-
spheric neutrinos, generated by the weak decays of final state particles of the collisions between CRs and
atmospheric nuclei, are however an important background to these ground observations of cosmic neutrinos.

50

nPDF 
(gluon)

estimation with 10 fb-1 arXiv:1807.00603

Heavy-Ion and QCD phase space

Astroparticle (DM and CR)

Special Runs

 bound statescc̄

… few highlights

Intrinsic charm

http://cds.cern.ch/record/2649878/files/



a polarised target at 

LHC beam

polarised target 
(beam-gas) beam-beam 

collisions

11

The LHC beams cannot be 
polarised

https://arxiv.org/abs/1901.08002

https://arxiv.org/abs/2111.04515

is not only a unique project itself, but also a great playground for 

https://arxiv.org/abs/1901.08002
https://arxiv.org/abs/2111.04515


LHCspin experimental setup 
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HERMES PGT

Space available in front of LHCb
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Figure 4: Kinematic coverage in the x � Q2 plane.

[-800,-600] [mm]

[-700,-500] [mm]

[-670,-470] [mm]

[-600,-400] [mm]

[-560,-360] [mm]

[-500,-300] [mm]

[-400,-200] [mm]

[-300,-100] [mm]

[-200,0] [mm]

[-100,100] [mm]

[0,200] [mm]

0

0.2

0.4

0.6

0.8

1

1.2

1.4

(PV) vs cell positionrec ∈ −µ+µ → ΨJ/
Reconstruction efficiency
Ratio with SMOG2 region ([-560,-360] mm)

(PV) vs cell positionrec ∈ −µ+µ → ΨJ/

2 2.5 3 3.5 4 4.5 5
Jpsi_TRUEy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

PV X track reconstruction efficiency−µ+µ → ΨJ/

[-560,-360] mm
[-600,-400] mm
[-670,-470] mm
[-800,-600] mm

PV X track reconstruction efficiency−µ+µ → ΨJ/

Figure 5: Reconstruction e�ciencies for J/ ! µ+µ� events.

with the constraint a2 < a1/45. The results are shown in Fig. 7.
The fitted amplitudes are compatible with the parameters used in the generated model (Eq. 6),

showing no bias. Within the available statistics, corresponding to the data-taking time shown in the
plots, there is no sensitivity to fit for a second harmonic with the chosen binning scheme. The results for
the first harmonic amplitudes are summarised in Fig. 8 together with luminosity statistics, evaluated
from the method described in Sec. 2. As expected, the amplitudes are consistent with the generated
value and a mild, increasing trend is observed as xF (x) gets smaller (larger). With the chosen binning
scheme, Sivers amplitudes with around 10% error are expected to be measured in just three months
of data-taking at LHCspin.

5Given the available statistics, this constraint prevents the fit to converge to too large a2 values

6

 [-560,-360] mm−µ+µ → ΨJ/

2−10 1−10 1x

10

15

20

25

30

35

40]2
/c2

 [G
eV

2
Q

1

10

210

 [-560,-360] mm−µ+µ → ΨJ/  [-600,-400] mm−µ+µ → ΨJ/

2−10 1−10 1x

10

15

20

25

30

35

40]2
/c2

 [G
eV

2
Q

1

10

210

 [-600,-400] mm−µ+µ → ΨJ/

 [-670,-470] mm−µ+µ → ΨJ/

2−10 1−10 1x

10

15

20

25

30

35

40]2
/c2

 [G
eV

2
Q

1

10

210

 [-670,-470] mm−µ+µ → ΨJ/  [-800,-600] mm−µ+µ → ΨJ/

2−10 1−10 1x

10

15

20

25

30

35

40]2
/c2

 [G
eV

2
Q

1−10

1

10

 [-800,-600] mm−µ+µ → ΨJ/

Figure 4: Kinematic coverage in the x � Q2 plane.

[-800,-600] [mm]

[-700,-500] [mm]

[-670,-470] [mm]

[-600,-400] [mm]

[-560,-360] [mm]

[-500,-300] [mm]

[-400,-200] [mm]

[-300,-100] [mm]

[-200,0] [mm]

[-100,100] [mm]

[0,200] [mm]

0

0.2

0.4

0.6

0.8

1

1.2

1.4

(PV) vs cell positionrec ∈ −µ+µ → ΨJ/
Reconstruction efficiency
Ratio with SMOG2 region ([-560,-360] mm)

(PV) vs cell positionrec ∈ −µ+µ → ΨJ/

2 2.5 3 3.5 4 4.5 5
Jpsi_TRUEy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

PV X track reconstruction efficiency−µ+µ → ΨJ/

[-560,-360] mm
[-600,-400] mm
[-670,-470] mm
[-800,-600] mm

PV X track reconstruction efficiency−µ+µ → ΨJ/

Figure 5: Reconstruction e�ciencies for J/ ! µ+µ� events.

with the constraint a2 < a1/45. The results are shown in Fig. 7.
The fitted amplitudes are compatible with the parameters used in the generated model (Eq. 6),

showing no bias. Within the available statistics, corresponding to the data-taking time shown in the
plots, there is no sensitivity to fit for a second harmonic with the chosen binning scheme. The results for
the first harmonic amplitudes are summarised in Fig. 8 together with luminosity statistics, evaluated
from the method described in Sec. 2. As expected, the amplitudes are consistent with the generated
value and a mild, increasing trend is observed as xF (x) gets smaller (larger). With the chosen binning
scheme, Sivers amplitudes with around 10% error are expected to be measured in just three months
of data-taking at LHCspin.

5Given the available statistics, this constraint prevents the fit to converge to too large a2 values
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LHCspin

19/02/2021 1V. Carassiti - INFN Ferrara

PGT cell
14

• Cylindrical target cell with SMOG2 dimensions:  and 
• Full LHCb simulations show broader kinematic acceptance & higher 

efficiency in the same position of the SMOG2 cell
• Work ongoing to develop dedicated trigger lines and to improve 

reconstruction algorithms for Run 3

L = 20 cm D = 1 cm

VELO 
vessel

PGT implementation into LHCb
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MAGNET INFO FOR THE CELL ACCESS

coils

V. Carassiti - INFN Ferrara

yoke

- MAGNET IN TWO SEPARATED COILS

- C SHAPE YOKE OR WITH A SIDE 
REMOVABLE PLATE 

28/12/2020 13

FEED THROUGH SERVICES

MOTORS

ABS

BRP

FEED THROUGHS:
- ABS x 1
- BRP x 1
- Ugfs x 1
- Motors x 2
- Thermal sensors x 1

WFS

• Inject both polarised and unpolarised gases 
via ABS and UGFS

• Compact dipole magnet  static transverse field
• Superconductive coils + iron yoke configuration fits the 

space constraints
•  with polarity inversion, , suitable 

to avoid beam-induced depolarisation

→

B = 300 mT ΔB/B ≃ 10 %
[PoS (SPIN2018)]

PGT implementation into LHCb

Possibility to switch to a solenoid and provide 
longitudinal polarisation (e.g. in Run 5)

https://pos.sissa.it/346/098
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ABS & BRP IN VERTICAL LAYOUT – SIDE VIEW 

V. Carassiti - INFN Ferrara

- A FITTING CONFIGURATION IS CRITICAL ON THE BOTTOM SIDE
- SPACE FOR FRAME , ASSEMBLY & HANDLING OF THE PARTS IS EASIER

- THE CELL OPENS HORIZZONTALLY
- MAGNET & PRIMARY VACUUM VESSEL ROTATE 90°

A SURVEY CHEKING THE ALLOWABLE SPACE
OF BOTH CONFIGURATIONS IS NEEDED

ABS

BR
P

1800

12
00

Atomic Beam Source

Breit-Rabi polarimeter

Injected intensity of H-atoms: 

Achievable Luminosity (HL-LHC):
~ 

ϕ = 6.5 × 1016 s−1

8 × 1032 cm−2 s−1

• Reduce the size of both ABS and BRP to fit into the 
available space in the LHCb cavern: a challenging R&D!

• No need for additional detectors in LHCb: only a 
modification of the VELO flange is needed

•  achieved at HERMESP ≃ 85 %

• Backup solution is being investigated: a jet target 
provides lower density but higher polarisation degree

ABS & BRP implementation into LHCb
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2 Fixed-target simulated collisions26

400− 200− 0 200
 [mm]zSimulated PV

0

5000

10000

15000

20000

25000

30000

C
an

di
da

te
s LHCb Upgrade simulation

beam-beam collisions

beam-gas collisions

0 1000 2000 3000 4000
Number of hits in the VELO detector

0

0.05

0.1

0.15

0.2

N
or

m
al

ise
d 

di
str

ib
ut

io
n

LHCb Upgrade simulation
Hepstand-alone 
ppstand-alone 

Hep+ppoverlapped 
Arp+ppoverlapped 

Figure 1: Arguments supporting the possible LHCb simultaneous data-taking with beam-beam
and beam-gas data. The top plot shows the distribution of the primary vertex z coordinate for
minimum-bias overlapped pp and pHe collisions simulated considering the Run3 pp conditions
(⌫ ⇠ 7.6, L ' 2 · 1033 cm�2s�1) and one fixed per-bunch pHe collision. Leveraging on the con-
finement of the gas in the cell, the two components can be clearly distinguished. The bottom
plot compares the normalised distributions for the number of energy deposits (hits) in the VELO
for minimum-bias (in green facing-down triangles) stand-alone pHe, (in blue circles) stand-alone
pp, (in red squares) overlapped pp and pHe and (in orange facing-up triangles) for overlapped
pp and pAr collisions. By injecting both light and heavy gases on top of the pp collisions, the
increase is negligible.
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pp and pAr collisions. By injecting both light and heavy gases on top of the pp collisions, the
increase is negligible.
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Figure 6: Primary vertex reconstruction e�ciency (top), resolution (middle) and fake rate
(bottom) as a function of the z coordinate for minimum-bias (in blue) stand-alone pp, (in green)
stand-alone pHe, (in red) overlapped pp and pHe and (in orange) pp and pAr events simulated
considering the Run3 pp conditions (⌫ ⇠ 7.6, L ' 2 · 1033 cm�2s�1) and one fixed per-bunch
beam-gas collision. Similar e�ciencies and fake rates between beam-beam and beam-gas collisions
and no pp performance loss when injecting the gas are observed. A steep evolution with z of the
resolution in the SMOG2 cell is found instead, as a consequence of the larger uncertainty when
extrapolating low-aperture VELO tracks upstream of the nominal LHCb interaction point.
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Figure 7: O✏ine-quality tracking e�ciencies and ine�ciencies as a function of (top) the pseu-
dorapidity and (bottom) the longitudinal primary vertex coordinate for minimum-bias (in
blue) stand-alone pp, (in green) stand-alone pHe and (in red) overlapped pp and pHe collisions
simulated considering the Run3 pp conditions (⌫ ⇠ 7.6, L ' 2 · 1033 cm�2s�1) and one fixed
per-bunch beam-gas collision. The distributions for particles reconstructible in all tracking
detectors and with a larger simulated momentum than 5 GeV/c are also shown arbitrarily
scaled. A similar e�ciency is found considering the two collision systems and no e�ciency loss
is observed on the beam-beam data.
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[LHCB-FIGURE-2022-002]

• beam-beam and beam-gas 
interaction regions are well 
detached

• Negligible increase of multiplicity:
throughput decrease when 

adding beam-gas to the LHCb 
event reconstruction sequence

1 − 3 %

LHCb is the only experiment able to run in collider and fixed-target mode simultaneously! 

• Full reconstruction efficiency 
(PV & tracks) retained in the 
beam-gas region

SMOG2/LHCspin performances

https://cds.cern.ch/record/2804589
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The physics goals of

• Multi-dimensional nucleon structure in a poorly explored kinematic domain 
• Measure experimental observables sensitive to both quarks and gluons TMDs 
• Make use of new probes (charmed and beauty mesons) 
• Complement present and future SIDIS results 
• Test non-trivial process dependence of quarks and (especially) gluons TMDs

Theoretically cleanest hard h-h scattering process: 
• LHCb has excellent  & reconstruction for  

• Sensitive to unpol. and BM TMDs for  

• H & D targets allow to study the antiquark content of the nucleon 
• SeaQuest (E906):  proton sea is not flavour symmetric 
• intrinsic heavy quarks? 

                        … still a lot to be understood and investigated

μ − ID μ+μ−

qT ≪ MT

d̄(x) > ū(x) →
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Quark TMDs
Transv. polarized Drell-Yan
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Probing the gTMDs

Theory framework well consolidated …but experimental access still extremely limited!

•Due	 the	 larger	masses	 this	 condi2on	 is	more	easily	matched	 in	 the	case	of	bo#omonium,	where	TMD	 factoriza2on	can	hold	at	
larger	q_T		(although	very	challenging	for	experiments!)
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Probing the gTMDs



22

Probing the gluon Sivers function
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Phys. Rev. D 102, 094011 (2020)
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A TSSA analysis at LHCspin with  eventsJ/Ψ → μ+μ−

• Full LHCb simulations of  in pH collisions  emulate the target 
polarisation by assigning a  tag according to a given model. In this 
example: 10% asymmetry on , 2% on  + mild  dependence

• Fit the polarised data with the sum of two Fourier amplitudes ( ) in 
 bins

• Within this statistics, corresponding to  months of data-taking,

J/Ψ → μ+μ− →
↑ ↓

sin ϕ sin 2ϕ xF, pT

a1, a2
4 xF × 2 pT × 8 ϕ

∼ 3
AN ∼ 0.1 ± 0.01
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Figure 7: Fits to azimuthal modulations.

repeat with larger stat
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 : fit results for parameter a1−µ+µ → ΨJ/

0.00±308961 events with P = 1.00
PVZ range = [-670,-470] mm

data-taking time: 12.4 weeks (1w = 84h)
-1s-2 cm32 at L = 1.4x10-1Luminosity: 0.5 fb

 : fit results for parameter a1−µ+µ → ΨJ/

Figure 8: Fitted amplitudes for the main harmonic.

pT (MeV) xF a1

[0,1500] [-0.70,-0.09] 0.087 ± 0.014
[0,1500] [-0.09,-0.06] 0.103 ± 0.016
[0,1500] [-0.06,-0.04] 0.097 ± 0.016
[0,1500] [-0.04,0.05] 0.114 ± 0.017

[1500,6000] [-0.70,-0.09] 0.090 ± 0.013
[1500,6000] [-0.09,-0.06] 0.108 ± 0.015
[1500,6000] [-0.06,-0.04] 0.104 ± 0.015
[1500,6000] [-0.04,0.05] 0.102 ± 0.015

Table 4: Results with 20% error on the polarisation degree.

4.2 Method 2: plain asymmetry

The data are split into a 2D x � pT binning, and Eq. 4 is directly applied in each bin to compute
the asymmetry. Fig. 9 shows the results of this computation as a function of x under two pT regions,
with a linear fit superimposed. This method can be employed if large, ��integrated asymmetries are
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Figure 9: Results from method 2.

foreseen, which is not the case for the current parameter choice.
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pT ∈ [0,1500] MeV

[JHEP 12 (2020) 010]

https://arxiv.org/abs/2007.07755
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Knowledge of the polarisation degree

• To estimate the systematic error due to the 
measurement of the polarisation degree, the 
analysis is repeated with different 

• Very relevant for the R&D (e.g. cell vs jet 
target). With the shown analysis* :

• 5% error (realistic value)  negligible effect
• 20% error  30-40% of the stat. error 
• 50% error  syst. dominated

ΔP

→

→

→
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pion SSAs at small pT , which require a strong suppression
of the f-type GSF, in particular in the small-x region (see
Fig. 1, left panel). If J=ψ measurements would be con-
firmed even in future higher statistics samples, this would
definitely represent a tension with the pion SSAs, at least
within a TMD approach. In this respect, more data, on a
wider kinematical range and with better statistics, would be
very helpful.
It is worth considering the corresponding analysis for AN

in J=ψ production for the kinematics reachable at LHC in

the fixed target mode with a transversely polarized target
(see the AFTER [42,43] and LHCb [44,45] proposals at
CERN). In such a configuration one could probe even
larger light-cone momentum fractions in the polarized
proton, accessing the gluon TMDs in a very interesting
and complementary region.
In Fig. 8 we present our estimates for AN for pp↑ →

J=ψX at
ffiffiffi
s

p
¼ 115 GeV, at fixed pT ¼ 2 GeV, as a

function of xF (left panel) and at fixed rapidity y ¼ −2,
as a function of pT (right panel). Notice that in such a

FIG. 8. AN for the process pp↑ → J=ψX at
ffiffiffi
s

p
¼ 115 GeV and pT ¼ 2 GeV as a function of xF (left panel) and at rapidity y ¼ −2 as

a function of pT (right panel). Notice that here negative rapidities correspond to the forward region for the polarized proton. Predictions
are for the GPM (thick green dashed lines) and the CGI-GPM (red band) approaches [see Eqs. (32), (34)]. The corresponding maximized
contributions for the GPM (thin green dashed lines) and the CGI-GPM (red solid lines) schemes are also shown.

FIG. 9. Estimates of AN for the process p↑p → γX at
ffiffiffi
s

p
¼ 200 GeV as a function of pT within the GPM and the CGI-GPM

approaches. Upper panels: maximized contributions (N gðxÞ ¼ þ1) at xF ¼ 0 (left) and xF ¼ −0.1 (right); lower panels: estimates
based on the present analysis [see Eqs. (32), (34)]: GPM (green dashed line), CGI-GPM (red band).

D’ALESIO, FLORE, MURGIA, PISANO, and TAELS PHYS. REV. D 99, 036013 (2019)

036013-10

Figure 6: Left: model values for J/ ! µ+µ� events. Right: predicted asymmetry for polarised p-H
collisions at

p
s = 115 GeV [4]

4.1.1 E↵ect of the polarisation degree

The e↵ect of the knowledge of the polarisation degree is investigated by repeating the fits to data
points (i.e. asymmetries) where the uncertainty on the polarisation is added in quadrature to the
statistical one.

The results are reported in Tables 2, 3, 4 and 5.

pT (MeV) xF a1

[0,1500] [-0.70,-0.09] 0.090 ± 0.013
[0,1500] [-0.09,-0.06] 0.104 ± 0.011
[0,1500] [-0.06,-0.04] 0.098 ± 0.012
[0,1500] [-0.04,0.05] 0.118 ± 0.014

[1500,6000] [-0.70,-0.09] 0.093 ± 0.010
[1500,6000] [-0.09,-0.06] 0.108 ± 0.011
[1500,6000] [-0.06,-0.04] 0.105 ± 0.012
[1500,6000] [-0.04,0.05] 0.105 ± 0.011

Table 2: Results with no error on the polarisation degree.

pT (MeV) xF a1

[0,1500] [-0.70,-0.09] 0.089 ± 0.013
[0,1500] [-0.09,-0.06] 0.104 ± 0.012
[0,1500] [-0.06,-0.04] 0.098 ± 0.013
[0,1500] [-0.04,0.05] 0.117 ± 0.014

[1500,6000] [-0.70,-0.09] 0.092 ± 0.010
[1500,6000] [-0.09,-0.06] 0.108 ± 0.011
[1500,6000] [-0.06,-0.04] 0.105 ± 0.012
[1500,6000] [-0.04,0.05] 0.105 ± 0.012

Table 3: Results with 5% error on the polarisation degree.

With the available statistics (3 months of data-taking), the precision on the a1 extraction is limited
by the statistics if the error on the polarisation degree is 5%. The uncertainties on the a1 values are
less than 10% bigger with respect infinite precision on P . However, if the error on P grows to 20%, the
results show a systematic e↵ect amounting to 30 � 40% of the statistical error. At 50%, the statistical
and systematic errors are on the same footing.
Notice that independent fits are performed in each kinematic bin: a simultaneous fit with common
parameters is under development.
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 : fit results for parameter a1−µ+µ → ΨJ/

0.00±308961 events with P = 1.00
PVZ range = [-670,-470] mm

data-taking time: 12.4 weeks (1w = 84h)
-1s-2 cm32 at L = 1.4x10-1Luminosity: 0.5 fb

 : fit results for parameter a1−µ+µ → ΨJ/

Figure 8: Fitted amplitudes for the main harmonic.

pT (MeV) xF a1

[0,1500] [-0.70,-0.09] 0.087 ± 0.014
[0,1500] [-0.09,-0.06] 0.103 ± 0.016
[0,1500] [-0.06,-0.04] 0.097 ± 0.016
[0,1500] [-0.04,0.05] 0.114 ± 0.017

[1500,6000] [-0.70,-0.09] 0.090 ± 0.013
[1500,6000] [-0.09,-0.06] 0.108 ± 0.015
[1500,6000] [-0.06,-0.04] 0.104 ± 0.015
[1500,6000] [-0.04,0.05] 0.102 ± 0.015

Table 4: Results with 20% error on the polarisation degree.

4.2 Method 2: plain asymmetry

The data are split into a 2D x � pT binning, and Eq. 4 is directly applied in each bin to compute
the asymmetry. Fig. 9 shows the results of this computation as a function of x under two pT regions,
with a linear fit superimposed. This method can be employed if large, ��integrated asymmetries are
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Figure 9: Results from method 2.

foreseen, which is not the case for the current parameter choice.
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* i.e. ~ 3 months of data-taking with this example model, channel and kinematic binning



reconstructed particles

LHCspin event rates

Precise spin asymmetry on  and  for  collisions in just few weeks with Run3 luminosity!

Statistics further enhanced by a factor 3-5 in LHCb upgrade II

J/Ψ → μ+μ− D0 → K−π+ pH↑

25
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Spin physics in heavy-ion collisions

•probe collective phenomena in heavy-light systems through ultra-
relativistic collisions of heavy nuclei with trasv. pol. deuterons 

•polarized light target nuclei offer a unique opportunity to control 
the orientation of the formed fireball by measuring the elliptic flow 
relative to the polarization axis (ellipticity). 



International framework and feedback
Several experiments dedicated to spin physics, but with many limitations:  

very low energy, no rare probes, no ion beam, … 

LHCspin is complementary to EIC

LHCspin is unique in this respect

20L.L. Pappalardo  - CPHI 2018  - Yerevan - September  24-28  2018

Probing the gluon PDFs

[D. Boer: arXiv:1611.06089]

Can be measured at the EIC

Can be measured at the LHC (and in particular at LHCb with SMOG2)

Can be measured at the Electron Ion-Collider (EIC)

Can be measured at LHCspin

unpolarized gluon TMD 

47L.L.	Pappalardo		- Transversity 2017	- INFN-LNF,	Dec.	11-15	2017

Process dependence of the GSF

Can	be	measured	at	the	EIC Can	be	measured	at	the	LHCb with	a	PGT

Two	independent	gluon	Sivers functions can	be	defined	from	the	different	combinations	
of	Wilson	lines	in	the	gluon	correlator:

]Rb`^ •,• (Weizsacker-Williams	type	or	“f-type”)		→ antisymmetric	colour	structures

]Rb`^ •,ï (Dipole	s	type	or	“d-type”)	→	symmetric	colour	structures

Can	differ	in	magnitude	and	width	(!)
Can	be	probed	by	different	processes:

[D.	Boer:	arXiv:1611.06089,	D.	Boer et	al.	HEPJ	08	2016	001]

47L.L.	Pappalardo		- Transversity 2017	- INFN-LNF,	Dec.	11-15	2017

Process dependence of the GSF

Can	be	measured	at	the	EIC Can	be	measured	at	the	LHCb with	a	PGT

Two	independent	gluon	Sivers functions can	be	defined	from	the	different	combinations	
of	Wilson	lines	in	the	gluon	correlator:

]Rb`^ •,• (Weizsacker-Williams	type	or	“f-type”)		→ antisymmetric	colour	structures

]Rb`^ •,ï (Dipole	s	type	or	“d-type”)	→	symmetric	colour	structures

Can	differ	in	magnitude	and	width	(!)
Can	be	probed	by	different	processes:

[D.	Boer:	arXiv:1611.06089,	D.	Boer et	al.	HEPJ	08	2016	001]

linearly polarized gluon TMD 

TMDs (Sivers) 

20L.L. Pappalardo  - CPHI 2018  - Yerevan - September  24-28  2018

Probing the gluon PDFs

[D. Boer: arXiv:1611.06089]

Can be measured at the EIC

Can be measured at the LHC (and in particular at LHCb with SMOG2)

“Ambitious and long term LHC-Fixed Target research program. The efforts of the existing LHC experiments to implement such a 
programme, including specific R&D actions on the collider, deserve support“(European Strategy for Particle Physics) 

“This would be unique and highly complementary to existing and future measurements in lepton-proton collisions, 
because the asymmetries in question have a process dependence between pp and lp that is predicted by theory” (CERN 
Physics Beyond Collider)
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solid target @
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The ALICE unpolarised solid target

Two main physics goals: 

Advance our understanding of the large-x gluon, antiquark and heavy-quark content in the nucleon and 
nucleus (structure of nucleon and nuclei at large-x, gluon EMC effect in nuclei, intrinsic charm in nucleon) 
 Study heavy-ion collisions between SPS and RHIC energies towards large rapidities (longitudinal expansion 
of QGP formation, collectivity in small systems with heavy quarks, factorisation of CNM effects) 

• Proton beam halo channelled with a bent crystal on a retractable solid target (C,W, Ti...) 
• Backward cms rapidity coverage with forward detectors in the lab thanks to the boost

retractable solid target

Phys. Rept. 911 (2021) 1



30

R
.H

aq
ue

 h
ttp

s:
//i

nd
ic

o.
ce

rn
.c

h/
ev

en
t/1

14
29

76

C
. H

ad
jid

ak
is

: h
ttp

s:
//i

nd
ic

o.
ce

rn
.c

h/
ev

en
t/1

14
29

76

Some of the performances

Proton beam collimation studies performed: 
loss maps, positioning of the crystal system and 
of the absorbers

Some of the results achieved
𝚲: efficiency and pT resolution sufficient for analysis (without extra vertex detector)
D0: TPC vertex resolution not sufficient to use secondary vertex method for analysis. Investigating combinatorial background
method, reduced target size and constraints on beam spot position for tracking
Integration solutions to comply with FOCAL and ITS motion constraints during EYETS
Physics performance with realistic detector conditions

LOI in ALICE (2022) —> aim for 
installation during LS3 

(2026-2028)

https://indico.cern.ch/event/1142976
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Conclusions

Pasquale Di Nezza

Today

ALICE 
FT

Fixed target physics at LHC is an exiting reality

has potentialities in the unpolarised case showing complementarity to LHCb

already operative and taking unpolarised data

is an innovative and unique project conceived to bring polarized physics at the LHC. It is 
extremely ambitious in terms of both physics reach and technical complexity. It could be 
installed in a realistic time schedule and costs

{


